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First-principles investigation of structural and magnetic disorder
in CuNiMnAl and CuNiMnSn Heusler alloys
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Two quaternary Heusler alloys, equiatomic CuNiMnAl and CuNiMnSn, are studied using density functional
theory to understand their tendency for atomic disorder on the lattice and the magnetic effects of disorder.
Disordered structures with antisite defects of atoms of the same and different sublattices are considered, with
the level of atomic disorder ranging from 3% to 25%. Formation energies and magnetic moments are calculated
relative to the ordered ground state and combined with a simple thermodynamical model to estimate temperature
effects. We predict the relative levels of disordering in the two equiatomic alloys with good correlation to
experimental x-ray diffraction results. The effect of swaps involving Mn is also discussed.

DOI: 10.1103/PhysRevB.95.024108

I. INTRODUCTION

Heusler alloys have strong potential for use in spintronics
applications. They are of particular interest for developing
giant magnetoresistance and giant tunneling magnetoresis-
tance spin valves since they often behave as half-metallic
ferromagnets [1–5]. Their high spin polarization can be
exploited to act as a conductor for correctly aligned spins
and an insulator for incorrectly aligned spins [6]. Candidate
materials for these applications must be ferromagnetic, have a
high Curie temperature, and have robust spin polarization.
Ideally, these materials would be 100% spin polarized at
the Fermi level, but lower levels of spin polarization are
still adequate for developing spintronic devices [7]. Previous
experimental and computational investigations of ternary full-
Heusler alloys of the form X2YZ involving the elements Cu,
Ni, Mn, Al, and Sn show promising properties [8–10].

In their analysis of magnetic behavior of Mn-based Heusler
alloys, Kubler et al. [1] found that when the X and Z elements
of a Heusler structure are nonmagnetic, the magnetization
is almost completely confined to the Mn atoms, and the Z

element often couples the Mn-to-Mn interactions. If the X

element is Co or Ni, there is an additional magnetization
on these lattice sites. The five paramagnetic d electrons in
ground-state Mn undergo spin-flip processes due to significant
electronic interactions during bonding with X atoms. This
energetic separation of electrons with different spins results
in a magnetic moment highly localized on Mn atoms. This
interaction is also what is believed to result in high spin
polarization at the Fermi level.

Although many Heusler alloys have been predicted to
be 100% spin-polarized ferromagnets with large magnetic
moments from first-principles calculations, very few have
exhibited such behavior in experiments [11–14]. The alloys
almost always have substantially lower magnetization and
polarization than predicted—beyond what might be expected
from computational uncertainties. A proposed mechanism to
explain this behavior is atomic disordering [2]. Since the
specific ordering of atomic species on the lattice is integral

to electronic properties, the magnetic properties of a Heusler
alloy have a high sensitivity to antisite defects [1].

The recent development and characterization of a new
family of high entropy brasses and bronzes produced two
new quaternary Heusler alloys, CuNiMnAl and CuNiMnSn
(Cu2−xNixMnZ, where x = 1) [15]. It is not surprising that
these compositions exhibit Heusler structures since Cu2MnAl,
Cu2MnSn, Ni2MnAl, and Ni2MnSn all exhibit a classic full
X2YZ Heusler structure and ferromagnetic behavior [16]. The
high entropy brass and bronze alloys both exhibit an L21

structure with a 16-atom unit cell where Cu occupies the
(0,0,0) sites, Ni occupies the ( 1

2 , 1
2 , 1

2 ) sites, Mn occupies the
( 1

4 , 1
4 , 1

4 ) sites, and Al or Sn occupies the ( 3
4 , 3

4 , 3
4 ) sites.

Experimental investigation of these alloys included x-ray
crystallography [x-ray diffraction (XRD)] to determine the
structures and lattice parameters of the heat-treated alloys.
Although the two alloys have the same overall lattice structure,
many more peaks are present in the trace for CuNiMnSn
than the trace for CuNiMnAl (Fig. 1). This difference
can be partially accounted for by the difference in atomic
species in each alloy, but the striking difference between the
two, persistent in higher resolution scans, indicates that the
CuNiMnAl alloy exhibits more atomic disorder on the lattice
than the CuNiMnSn alloy. This atomic disordering reduces the
longer range ordering of the material and hence the number
of reflections present in the XRD trace [17]. The properties of
a Heusler alloy are highly dependent on its atomic structure,
meaning that small changes in the arrangement of atoms on the
lattice can have a substantial effect on its electronic properties
[1]. With experimental evidence that CuNiMnAl has a higher
level of disordering than CuNiMnSn, these two alloys are good
candidates for a computational study to understand the nature
of antisite defects in Heusler alloys and how the electronic
properties are affected.

Miura et al. predicted that substitutions between atoms
on different sublattices of Co2Cr1−xFex reduce the magnetic
moment and spin polarization much more than substitutions
on the same sublattice [18]. They also found that structures
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FIG. 1. XRD traces for CuNiMnAl and CuNiMnSn heat-treated
alloys. Powder XRD was performed using the PANalytical Xpert
Multipurpose X-ray Diffraction System using a Cu Kα radiation
source. Samples were prepared using a ring mill. Both scans were
performed using identical machine settings. Additionally, longer
scans were performed on the CuNiMnAl sample which did not reveal
additional reflections. Adapted from Ref. [15].

with swaps between atoms on different sublattices have a
much higher ground-state energy (a difference as large as
3 eV) and concluded that they were therefore unlikely to
be energetically accessible at experimental temperatures [19].
Similarly, Gerci and Hono studied the effect of structural
disorder on theoretical spin polarizations and magnetization
in ternary Co2.25−xFe0.75+xSi alloys [20]. They found that
these disordered structures have consistent and significantly
higher energies of formation, between 0.4 and 1.75 eV/atom.
However, they used small (16-atom) unit cells in their
simulations and were limited to studying two levels of B2-type
disorder, 25% and 50%. In addition, Hasnip et al. found
that in Co-based Heusler alloys the half metallicity depends
strongly on the type of lattice swapping present [21]. However,
they only considered high levels of disorder (>25%) and
concluded that since the formation energies of XY and YZ

disordered structures were quite large, they could be removed
by annealing the material. Studies looking at the interaction
between temperature and disordering behavior are lacking.

Al or Sn

Mn

(a)

(b)

Cu

Ni

FIG. 2. A 128-atom quaternary Heusler cell with (a) ordered
structure and (b) 25% of the Cu and Mn atoms swapped. Visualization
created using the VESTA software package [25].

In this paper we present a study of increasing levels
of atomic disorder—from 3% to 25%—in the CuNiMnAl
and CuNiMnSn equiatomic alloys for all possible types of
atomic swaps. We combine these calculations with a simple
thermodynamic model to predict the extent of atomic disorder
at observable temperatures and the expected reduction of
magnetization as a function of temperature.

II. COMPUTATIONAL METHODOLOGY

A. Simulating disorder

For a quaternary Heusler alloy there are six types of atomic
disorder. These can be classified as swaps of elements residing
on the same sublattice or on different sublattices. In this paper
we explore five levels of atomic swapping (3.125%, 6.25%,
9.375%, 12.5%, 25%) for all six types of swaps for each
quaternary alloy. This focus on single types of swaps may
be artificial, but it is an effective tool for isolating the effects
of each type of atomic swap (same versus different sublattice).
The disordered structures are approximated using 128-atom
special quasirandom structures (SQSs) designed to match—
in a periodic supercell—the nearest- and second-nearest-
neighbor interactions expected if the disordered sites were
randomly distributed throughout the alloy [22]. The structures
were created using a Monte Carlo method implemented in the
Alloy Theoretic Automated Toolkit [23,24].

Figure 2 shows an example of a unit cell for a disordered
structure compared with an ordered Heusler unit cell. Since
an SQS is not an exact representation of randomly distributed
disorder in an alloy, we generated three unique SQSs, three
realizations for each level of disorder, to estimate the level of
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TABLE I. Experimentally and computationally determined
lattice parameters.

Lattice parameter (Å) CuNiMnAl CuNiMnSn

XRD 5.89 6.08
Computation 5.86 6.02

uncertainty in our method. We use this method to investigate
the robustness of the computational results.

B. Density functional calculations

The total energies of the perfectly ordered quaternary
structures were calculated with the Vienna ab initio simulation
package (VASP) [26] using Perdew-Burke-Ernzerhof (PBE)
pseudopotentials [27], using a range of lattice parameters. The
calculations were converged with a Monkhorst Pack 4 × 4 × 4
k-point mesh and a plane wave energy cutoff of 450 eV. The
energies—as a function of the lattice parameter—were then
fit to the Birch-Murnaghan equation of state for isotropic
solids to determine the lowest energy ground-state lattice
parameters [28]. Table I shows good agreement between the
computationally determined lattice parameters and the lattice
parameters determined by XRD. Discrepancies between the
two of a few percent are to be expected when using generalized
gradient approximation (GGA) pseudopotentials [29].

The ground-state lattice parameter was then consistently
used for each of the disordered structures. This is a common
practice since the volume of the unit cell changes a negligible
amount due to atomic disordering [20,21]. The formation
energy and magnetic moment for each of the disordered
structures was found using VASP, allowing for a full relaxation
of atomic positions. For local density of states calculations, an
8 × 8 × 8 k-point grid was used.

C. Thermodynamic model

A simple model for the configurational entropy was
combined with the results of the density functional calculations
to find the temperature at which each disordered structure
becomes energetically favorable relative to the ground-state or-
dered structure. The free energy for a disordered configuration
F is given by F (T ) = �E − T �S, where �E = Edisordered −
Eordered is the formation energy, T is the temperature, and �S is
the total entropy difference between the ordered and disordered
configuration. The disordered structure becomes favorable
relative to the ordered structure at the temperature T0 where
Fdisordered(T0) � 0. Contributions to entropy that are common
to both the ordered and disordered structures do not affect the
relative stability of the structures. We therefore assume that
the entropy is dominated by configurational entropy, which
we estimate using the common ideal mixing expression as a
function of the concentration of disorder x,

Sconfig = −2kB[(1 − x) ln(1 − x) + x ln(x)]. (1)

The factor of 2 comes from our independent treatment of each
sublattice. This model excludes other possible entropic effects
such as vibrational and electronic entropy, which we assume
to have a much smaller relative contribution to the difference

in entropy between ordered and disordered configurations. As
such, the temperature obtained in this calculation is expected
to form an upper bound for the true transition temperature [30].

To estimate the temperature dependence of the magnetic
moment due to disorder, we used a thermodynamic average
of the disordered configuration calculations. For a given
temperature T , only certain disordered configurations are
energetically accessible, so the total magnetic moment M can
be approximated as

M(T ) =
∑

i

e−Fi (T )/(kBT )

Z
mi, (2)

where mi are the calculated magnetic moments of each
disordered structures, Fi(T ) are the free energies of these
structures, and Z is the partition function of all energetically
accessible structures,

Z =
∑

j

e−Fj (T )/(kBT ). (3)

III. RESULTS

Figures 3(a) and 3(b) show the formation energies of all
defect types relative to the ordered structures. Each point
on these plots represents the average of three unique SQSs.
Error bars are derived from a statistical standard deviation of
the mean. Solid symbols represent structures where elements
on the same sublattice were swapped (e.g., Cu-Ni) while
open symbols represent structures where elements on different
sublattices were swapped (e.g., Cu-Mn). Swaps of Cu and
Ni have a very low energy penalty likely due to similar
interactions of the d states of Mn with the d states of Cu and
Ni (see Fig. 6). The swaps with the highest energy penalty are
those that substitute Cu and Ni for Al or Sn. This energy penalty
is likely incurred from disrupting the specific arrangement of
the d orbitals of Mn on the lattice or the positioning of the
Al or Sn atoms which mediate these favorable interactions.
The formation energies for the disordered states can be quite
small, on the order of kBTRT (0.025 eV) per atom or less. We
expect these types of low energy defects to be predominant in
the alloy.

Figures 3(c) and 3(d) show the total magnetic moment per
atom of each disordered structure, again represented by the
average of the magnetic moment per atom for three SQSs.
Each point on these plots represents the total average magnetic
moment per atom. The symbols are the same as in Figs. 3(a)
and 3(b). As expected, disorder across different sublattices is
more detrimental to the magnetic moment than swaps of atoms
on the same sublattice.

Table II shows the total magnetic moment for ordered
CuNiMnAl and CuNiMnSn as well as for select disordered
states. The behavior trends of the magnetic moment per atom
are similar for disordered CuNiMnAl and CuNiMnSn so only
those for CuNiMnAl are shown. From these values it is clear
that Cu-Ni swaps have little negative effect on the exchange of
electrons. Swapping of Mn-Al has little effect on the magnetic
behavior of Mn but does reduce the magnetic moment of Ni.
This is consistent with the conclusions of Kubler et al. [1]
that, in an ordered state, both Ni and Al are likely to mediate
the interaction between Mn atoms in Heusler alloys. Swaps
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FIG. 3. Energy difference per atom between the ordered ground-state structure and the disordered structures for the average of three
SQSs for (a) CuNiMnAl and (b) CuNiMnSn, and magnetic moment per atom of the ordered ground state and the disordered structures for
(c) CuNiMnAl and (d) CuNiMnSn. Swaps of elements across the same sublattice are represented by solid symbols and solid lines, and swaps
of elements across different sublattices are represented by open symbols and dashed lines.

between Mn and Al on their shared lattice are likely to keep Mn
atoms well connected (and therefore magnetic), even if Mn-Mn
coupling by proximity to Ni atoms and the Ni magnetism
itself is disrupted. It is also clear that, as expected, Cu-Mn
and Mn-Ni swaps are the most detrimental to the magnetic
behavior.

These results confirm that atomic disorder can have a
significant effect on magnetic behavior. As predicted by Miura
et al., swaps on the same sublattices are less detrimental to the
stability of the magnetic moment than swaps across different
sublattices. Swapping of Mn atoms with Cu or Ni atoms has
the largest effect on the magnetic behavior, consistent with the
hypothesis of Kubler et al., that the magnetization is caused

TABLE II. Magnetic moments for ordered and highly disordered
CuNiMnAl and CuNiMnSn.

μtot μCu μNi μMn μAl

CuNiMnAl ordered 0.91 0.0 0.33 3.33 0.0
25% Cu-Ni 0.92 0.0 0.36 3.34 0.0
25% Cu-Mn 0.73 0.0 0.31 2.61 0.0
25% Mn-Al 0.87 0.0 0.15 3.32 0.0
CuNiMnSn ordered 0.93 0.0 0.22 3.57 0.0

by the precise location of Mn atoms on the lattice in relation
to its neighbors [1].

Some of the disordered states do not have a high enthalpy
of formation but have a substantial effect on the magnetic
behavior of the alloy, i.e., Cu-Mn swapping. These lower
levels of disordering can have a significant effect on the
electronic behavior of the material and are likely to occur
in the alloy. It cannot be assumed that annealing will remove
all the disordering from the material.

These results are combined with the thermodynamic model
described in Sec. II C to find the temperature T0 at which
each disordered structure becomes favorable relative to the
ground-state structure. Figures 4(a) and 4(b) are plots of the
temperature T0 versus level of disorder for the CuNiMnAl and
CuNiMnSn alloys again using the average of three SQSs. For
a given swap type and level of disordering, at any temperature
above that point the disordered structure is more energetically
favorable than the ordered structure. From Fig. 4 it appears
than many of the highly disordered states for CuNiMnAl
become energetically accessible at a lower temperature than
for CuNiMnSn. This is consistent with the XRD evidence for
a higher level of disorder in CuNiMnAl than in CuNiMnSn,
which may show that such a threshold temperature was reached
during sample preparation.
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FIG. 4. Temperature vs disordering level for the average of three SQSs for (a) CuNiMnAl and (b) CuNiMnSn. The legends are the same
as those of Figs. 3(a) and 3(b).

An interesting behavior to note in these plots is that
some of the structures with a lower level of disorder become
energetically favorable at a higher temperature than structures
of the same type of swap with a higher level of disorder. This
is an indication that entropic effects drive the favorability of
the more disordered structures.

Using an ensemble of accessible structures, the temperature
dependence of magnetization was estimated for the two alloys,
CuNiMnAl and CuNiMnSn. Figure 5 is a plot of magnetization
versus temperature for each of the alloys. Up to a certain
temperature threshold there is increasing disorder in these
structures as more disordered states become energetically
accessible. Once above a certain temperature, the disordered
states are fully saturated. From these plots it is clear that
CuNiMnSn has a larger magnetization than CuNiMnAl. Based
on preliminary experimental magnetic testing, the magnetic
moment of CuNiMnAl is weaker than that of CuNiMnSn,
matching the behavior anticipated by this model. The scope
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FIG. 5. Predicted magnetic moment per atom vs temperature
using the average of three SQSs for CuNiMnAl and CuNiMnSn.
Each point here corresponds to a temperature where an additional
disordered structure is predicted to become energetically accessible

of this discussion does not include considerations of magnetic
entropy, mean field order parameter, or Curie temperature.

Figure 6 shows the total atom orbital projected spin-
polarized local density of states for each atom in (a) or-
dered CuNiMnAn, (b) ordered CuNiMnSn, (c) disordered
CuNiMnAl 25% Cu-Ni, and (d) CuNiMnAl with 25% Cu-Mn
swapping. For ordered CuNiMnSn versus CuNiMnAl we see
a broadening of the spin down bands for Mn and Ni around
−2 eV. Replacing Al with Sn shifts the Mn and Ni states
and appears to open up a gap around −3 eV. This change
in behavior is due to the size difference between Al and Sn.
Sn is slightly larger, thus increasing the distance for electron
exchange between Mn atoms. In these figures the Al states
are not pronounced. This method for calculating the local
density of states is not a perfect projection, and since Al
is the smallest element with the fewest electrons, it is not
pronounced in these plots. Figure 6(c) shows that there is very
little difference between the ordered and Cu-Ni disordered
density of states (DOS), supporting the claim that the d states
of the two elements interact very similarly with the d states
of Mn. In Fig. 6(d) Mn1 represents a Mn atom occupying a
normal site while Mn2 represents an antisite Mn atom. The
states for this disordered structure are more pronounced and
localized relative to ordered CuNiMnAl. The disorder between
Cu and Mn has a significant effect on the electronic structure.
This is consistent with the results Miura et al., who showed
an increased effect on the DOS for swaps of atoms across
different sublattices [18]. These types of disorder significantly
impact the ability of atoms to effectively hybridize. This is
due to the antiferromagnetic behavior of antisite Mn atoms,
discussed further in Fig. 7. The half metallicity discussed by
Hasnip [31] is not observed in these plots.

Charge density plots were also used to visualize the effect
of disorder on the electronic behavior of the alloys. The
converged spin-polarized charge densities were overlayed on
the lattice. The difference between the spin-up and spin-down
density reveals localized magnetic moments, where spin-up
electrons prefer to congregate while spin-down electrons
localize elsewhere (and vice versa). A perfectly ferromagnetic
material might have a net positive spin charge throughout the
lattice. Figure 7 shows the isosurfaces of the spin-density

024108-5



S. ARON-DINE et al. PHYSICAL REVIEW B 95, 024108 (2017)

FIG. 6. Spin-resolved density of states for (a) ordered CuNiMnAl, (b) ordered CuNiMnSn, (c) disordered CuNiMnAl 25% Cu-Ni, and
(d) disordered CuNiMnAl 25% Cu-Mn. In (d) Mn1 refers to a normal site Mn atom while Mn2 refers to an antisite Mn atom. The x axis is the
energy relative to the Fermi level.

differences for CuNiMnAl with 25% of the Cu-Mn sites
swapped. Blue corresponds to areas that are relatively more
spin up, while red indicates an area that is relatively more spin

Al or Sn

Mn

Cu

Ni

(b) 

(a) 

FIG. 7. (a) Site on the lattice of a Mn atom defect is outlined.
(b) Isosurface of the difference in spin-up and spin-down charge
density at the location of the Mn atom usually occupied by Cu in
CuNiMnAl. The isosurface value is 0.097 e−/Å3. The center Mn has
a localized spin-down charge density that contributes to a reduced
overall magnetic moment in the disordered structure. Visualization
created using the VESTA software package [25].

down. The red area in the figure shows that antisite Mn atoms
exhibit a localized moment.

IV. SUMMARY

We have investigated the effects of atomic disordering
on the electronic structure of CuNiMnAl and CuNiMnSn
Heusler alloys. Six different types of atomic disordering for
five different levels of disorder were explored. Swaps of atoms
on the same sublattice were found to have a smaller effect on
the magnetic behavior of the material than swaps of atoms on
different sublattices. In both CuNiMnAl and CuNiMnSn, the
clustering of the Mn atoms destroys the favorable magnetic
behavior of the alloys. This confirms the influence of atomic
ordering and spacing on the exchange of Mn electrons and the
resulting favorable magnetic properties of Mn-based Heusler
alloys.

This model of atomic disordering with temperature effects
corresponds well to experimental XRD results, which show
a higher level of atomic order for CuNiMnSn. In addition,
the predicted magnetic moment of each alloy as a function
of temperature is consistent with preliminary experimental
magnetic testing, showing that the magnetic moment of
CuNiMnSn is stronger than that of CuNiMnAl. We have
demonstrated that modeling low levels of atomic disordering
and including temperature effects is a potentially powerful
strategy for designing and screening Heusler alloys for
spintronics applications.

The scope of this paper is restricted to heat treatment effects,
not true operating temperatures. We leave calculations of Curie
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temperature effects for future work, as well as the inclusion
of other SQSs and extension to different types of disordered
structures.
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S. Lebègue, J. Paier, O. A. Vydrov, and J. G. Ángyán,
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